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Oracle 11g Performance Monitoring
· Oracle – Oracle Enterprise Manager 11g
· Feature 1: CPU usage
· This allows the DBA to monitor and compare CPU usage statistics across a range of computers in an Oracle grid. Alternatively, it will allow them to monitor the system CPU usage for a single installation so that intensive CPU loads do not bog down server performance.
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· Feature 2: I/O monitoring
· System throughput, e.g. I/O, can be monitored through OEM. With this information, the DBA is able to understand peak load times and allow for proper system resources to be made available. This data includes latency checking, bandwidth monitoring, and system requests. 
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· Feature 3: Oracle service monitoring
· OEM service monitoring allows give the DBA a hand up in terms of understanding which services are causing the most drain on resources. Since all services are specific to Oracle, there is no confusion about whether the service in question is a database drain or a server drain. Moreover, services can be drilled down into to understand what exactly it is that is causing the system drain. E.g. commit statements, administrative functions, or user I/O.
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· Particulars
· Overall, the OEM allows a great deal of in-depth knowledge and interaction for the DBA. It simplifies their job allowing them to focus on the important aspects, rather than becoming bogged down in details and code. The greatest thing it does, however, is allows the DBA to visually see the impact activities are having on database performance. 
· OS – Windows Server Manger 2012
· Feature 1: Event Monitoring
· Event monitoring can make the difference between understanding what a system error means and wandering blind through the alleyways of Google.  A visual aid, the event detail view allows the DBA to drill down into server warnings to better manage and maintain database performance characteristics. When a critical error occurs, it even allows the DBA to enter Event IDs to immediately search for errors which would otherwise require digging through log files manually.
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· Feature 2: Storage Monitoring
· Window’s server manager file and storage services monitoring capabilities give the DBA the power to understand and adapt to storage requirements as the Oracle grid grows and changes. From a stand-alone perspective, it ensures the DBA can stay many steps ahead of storage space in the event of large data influx.  Disk monitoring, and even storage pools can be setup, thereby ensuring virtual servers maintain a healthy feed of storage whenever and wherever required.
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· Feature 3: Windows Task Manager
· The task manager is usually given much less credit than it deserves. In essence, it gives the DBA instantaneous up to the moment data on how the server is operating. This data covers CPU usages, RAM usage, and even user I/O via Ethernet data. Where the OEM can provide this data, Windows 2012 can provide it seamlessly and at a moment’s notice.
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· Particular
· The OS tools in Windows 2012 are much improved over previous versions of the server. However, they do require the server to be run with a GUI. This means that system resources are taken away from the database and given to the running and maintenance of the OS. While modern systems can manage this without much issue, full performance guarantees may require the system be run in text mode rather than GUI. All that being said, a single server can be setup as the virtual host, and thereby bypass all of this as each database would be setup in the virtual pool in text mode.
· Third Party: Quest Spotlight
· Feature 1: Email Notifications
· This is quite possibly the most important feature of this software package. The ability to know exactly when and if a server is having performance issues cannot be underrated. It is likely that a DBA will know through their user-base that a database is performing poorly, but having the server email the DBA before users are even aware of an issue can make the difference between customers staying or leaving.
· Feature 2: Visual interaction of resource utilization
· While OEM and OS tools do give visual representations of resource utilization, Spotlight takes this to a whole new level. It allows the DBA to see visually I/O interaction between users and the database, CPU usage by users, checkpoint alerts, log alerts, service alerts, SQL process statistics, and disk storage metrics. However, it does this in such a way as to be intuitive, one glance allows for total database performance understanding.
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(Dell, 2013)
· Feature 3: Drilldown
· Just as Spotlight enhances visualizations over OEM and the OS, these visualizations can be drilled down into to provide unprecedented amounts of detail. For instance, clicking on a service allows the DBA to drill into the metrics of that server and even into the core database statistics brought back from the V$ views in Oracle. No fuss required in terms of understanding when and where the performance views are located.
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(Dell, 2013)
· Particular
· Spotlight has to be one of the very best tools to use in terms of database performance monitoring. It empowers the DBA and allows them to focus on customer satisfaction through performance guarantees, rather than script management and overwhelming details. Moreover, it does this in such a way as to make the entire process feel harmonized. In essence it embodies human computer interaction, but from the level of a DBA.


Reference
Dell. (2013). Spotlight on SQL Server Enterprise. Retrieved June 25, 2013, from Dell Software: http://www.quest.com/spotlight-on-sql-server-enterprise/
Microsoft Corporation. (2012). Windows. Retrieved 2012, from Microsoft: http://windows.microsoft.com/en-US/windows/home
Poweel, G., & McCullough-Dieter, C. (2010). Oracle 10G: database Administrator: Implementation & Administration. Boston: Cengage Learning.

image2.png
| Throughput | 1/0 | Parallel Execution | Services |

18 per Sec

10 per Sec.

Latency For Synchronous Single Block Reads

95th percentie

N

o7:100m 072150 07:200m o7:250M o7:300M o7:350 o7:400m 0714500 o7:500M o7:3500 08:00PM
1/0 Breskdovn (3) 1/0 Function () 1/0 Type () Consumer Group |_1/0 Cal
1/0 Megabytes per Second by 1/0 Function
o |s5th percentie.
o7:100m 072150 07:200m o7:250M o7:300M o7:350 o7:400m 0714500 o7:500M o7:3500 08:00PM
1/0 Requests per Second by 1/0 Function
95th percentile
o — —
o7:100m 072150 07:200m o7:250M o7:300M o7:350 o7:400m 0714500 o7:500M o7:3500 08:00PM

Latency

Smart Scan
Archive Manager
Others

xo8

Streams AQ
Data Pump
Recovery

RUAN

ARCH

Lewr

Buffer Cache Reads

Smart Scan
Archive Manager
Others

xo8

Streams AQ

Data Pump
Recovery

RUAN

ARCH

Lewr

DBWR

Direct Writes
Direct Reads
Buffer Cache Reads





image3.png
Service: SYS$BACKGROUND

Latest Data Collected From Target Jun 27, 2013 8:04:00 PM EST ( Refresh

Uodules | Activity | _Statistics

Drag the shaded box to change the time period for the detail section below.

4 Maximum CPU

Wait Class

Al

Active Seszions

1

o A--L--A-‘

07:04P o7:050M 0751404

Detail for Selected 5 Minute Interval

o7:240

—_—aaa

o7:250m

o A am b anmman am

o7:34P

o7:330M

071440

071450

o7:54P0

o7:350M

Configuration

Commit
Application
Concurrency
System 1/0
User1/0
Scheduler

cPU + CPU Wait

Start Time Jun 27, 2013 7:58:49 PM
Top SQL.

Top Sessions

Run ASH Report

No activty of the relevant type occurred in the chosen interval

Total Sample Count: 0

View \Top Sessions [v

ORACLE EXE
(GEND)

ORACLE EXE
(DIA0)

o>
2
]

ORACLE.EXE
(CKPT)

B
8
2
05

ORACLE EXE
(LGWR)

Total Sample Count 8

Modules | Activity | Statistics





image4.png
[ .

Event severity levels
Event sources

Event logs

Time period 24

Event IDs.

Servers

Hide Alerts

Show All

Server Name | ID

Severity Source

ORAWIN2012 6006 Warning Microsoft- Windows-Winlogon
ORAWIN2012 6005 Warning Microsoft-Windows-Winlogon

No alerts hidden

Log Date and Time

Application 6/27/2013 6:57:02 PM
Application. 6/27/2013 6:5600 PM





image5.png
Server Manager > File and Storage Services * Volumes * Disks

e ) ) i 1 1ol Tasks
Volumes =
B scogepoos Number VietualDisk | Status  Capacity  Unalocated _ Partion  Read Only | Clstered  Subsystem | BusType | Name

4 OraWin2012 (1)
Onine  800GB 0008

ATA 'VBOX HARDI

Last refreshed on 6/27/2013 7:4950 PM

VOLUMES 'STORAGE POOL
Related Volumes |2 total TASKS v  VBOXHARDDISK on OraWin2012 TASKS v
Fiter o @~ © No reloted storage pool exists.

A Volume ' Status Provisioning Capacity Free Space Deduplication Rate Deduplication Savings Percent Used

4 OraWin2012 (2)

\AVolum... Fixed 350MB  108MB

797GB 497 GB [—
—
1>

< 0
Go to Volumes Overview > Goto Storage Poos Overview >





image6.png
File Options View

Processes | Performance

Services

O cpu
5% 3.7 Ghlz

O Memory
2.6/8.0 GB (33%)

O Ethernet
5 0Kbps : 0Kbps

CPU Intel(R) Core(TM) i7-3930K CPU @ 3.20GHz
% Utization 100%

L AN A

60 seconds

Utiization  Speed Maximum speec:

5% 3.17 GHz Sockets:

boceses Theods  Hondls  Logelpocesors
56 710 17869 Vo
vptime Gesche

0:01:06:49

(@ Fewerdetils | () Open ResourceMoritor





image7.png
AZuusEsOYOWm melvdx012\sql2008p B

“Sessions ) ) SQL Memory Disk Storage

| resoe Tow: 125 V8 Physca Dotabuses
) 3
3 Max: 12 | m
E— | 000 Reak)s
Sessons R |
v S 279 Packatsfs 0.00 Wrtesfs.
@ rmolv012\ic2008 Comuters Buffer Cache
ISR 2\ i 20000 See: 37.5M8 Read Ahead
@ rmotchO14\552005m
@ roivci014cz00zp e ate - WV
mebvi02A\s2008 ——
Bravscerasonz e (e
- @ vitwa Pagn ke
B bt Eiocked Expectancy 0.00 Pagesfs
P Processes 0 15:3421 e
froew 2y Wites
% “:‘“ .) l - ’ Procedure Cache
CHAS 371 Batchesfs 0.00 Pagesfs
L : See: 77.4M0
Log Psbes

Ht Rate | e—y—

Vetuskzation Overhead o o
"~

10%

UL





image8.png
77SOL Server - briZtp3tk1\sqI2k8.

Current Processor Detais

v 20im)  edcvve
oo o s s s
i s i

o e viems

o v o it

Hohy unkkey

R 5 certain that non SQU Server CPU Consumption & an ssue. Spotight has found that the top CPU consumer & chrome (26%). Go to SQLServerPeda to find out
Below 5 2 et of the processes Consumng GPU at the tme the check was performed. k)

o O Botteneck

Tireads | Page faults f 3ec

123634

2310





image1.png
Host: Average Runnable Processes [v] show Load Average

CPU Cores

Load Average
Non-Database Host CPU

Instance Background CPU
Instance Foreground CPU

B~ N R

o7:050M o7:100m 072150 o7:200m o7:250M o7:300M o7:350 o7:400m 0714500 o7:500M 0753500 08:00PM

Run ADDH Now | | Run ASH Report

Average Active Sessions () Foreground Only (s) Forsground + Background

CPU Cores

Other
Cluster
Queueing
Network
Administrative

Configuration

Commit
95th parcentile

Application
Concurrency
System 1/0
User1/0

o Scheduler

cPuwait
oy

o7:050M o7:100m 072150 o7:200m o7:250M o7:300M o7:350 o7:400m 0714500 o7:500M 0753500 08:00PM

Tor





